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Abstract 
 

The integration of volatile renewable energy sources into the electric grid and the corresponding rise in power demand due to 

electrification is creating challenges for congestion management (CM). CM aims at optimising the grid capacity utilisation 

and thereby enables hosting more distributed energy resources. Flexible resources have the potential to reduce the costs 

associated with CM, which raises the demand for an efficient framework for trading flexibility. The aggregated flexibility 

from stakeholders such as energy communities serves for valid bids into large-scale flexibility markets. This paper develops a 

market design aimed at improving CM by examining the concept of zonal flexibility. The design utilises zones that are 

dynamically allocated based on grid congestion after the day-ahead market. The proposed market design is compared to both 

the optimal utilisation of flexible resources and to conventional redispatch in order to evaluate its economic efficiency. Our 

findings indicate that it performs close to a nodal flexibility market. Future work needs to develop more refined partitioning 

algorithms to stabilise the performance across various scenarios. 

 

1 Introduction 
 

As the power system transitions to electrified economies 

and increases deployment of renewable energy technologies 

to mitigate climate change, it faces new challenges in 

managing congestion in the power grid. The power grid was 

designed for small increments on projected loads, and now 

is under strain due to rapidly accelerating electrification 

(e.g. transport and heat). In addition, the intermittent nature 

of renewable energy sources (RES) introduces new 

challenges for congestion management (CM), raising the 

risk of grid instability. 

 

Managing congestion is critical to ensure reliable grid 

operations. Well-functioning and efficient CM is an enabler 

for hosting more distributed energy resources (DER) in the 

grid. One key approach to achieving this is through market-

based flexibility procurement. Villar et al. list the 

participants in flexibility markets (FMs) as: transmission 

and distribution system operators (TSOs and DSOs), 

balancing responsible parties (BRPs), aggregators and 

retailers [1]. TSOs buy flexibility for balancing needs, while 

both TSOs and DSOs buy flexibility for CM and voltage 

control. BRPs buys flexibility to balance their own 

portfolio, while aggregators and retailers provide flexibility 

services [1] [2]. An effective use of flexibility requires a 

robust market framework for trading [3], which in turn will 

create a more resilient and responsive energy system that is 

better able to meet the challenges of the future and host 

more DER. 

 

Centralised optimisation models are common to model 

flexibility markets [1]. Numerous authors have presented 

FMs that are cleared by minimising the operational costs of 

a particular participant [4] [5] [6] [7] [8]. Spiliotis et al. 

analyse the trade-off between grid expansion and flexibility 

dispatch by developing a long-term planning model which 

minimise the DSO's total cost [4]. In [5], a framework for 

trading prosumer flexibility used to minimise the DSO's 

cost of resolving network congestion is presented. Zhang et 

al. analyse a FM where a DSO procures flexibility from 

aggregators to relieve congestions in local grids [6]. Three 

trading setups representing different contractual 

arrangements between DSOs and aggregators are presented. 

The work is extended in [7], where two of the trading setups 

are analysed in more detail and a quantitative example is 

provided. In contrast, [8] presents a FM design where an 

aggregator operates the market and minimise the cost of 

dispatching its flexibility units.  

 

Centralised optimisation models maximising social welfare 

have also been discussed in the literature [9] [10]. In [9], 

Jiang et al. argue for the need for a joint energy and 

flexibility market clearing to capture the interaction 

between the TSO and DSOs. The authors propose a bi-level 

optimization problem, where the upper-level problem 

maximises social welfare and the lower-level problem 
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minimises the cost of supplying flexibility to the TS. In [10], 

a framework for trading flexibility consisting of a day-ahead 

(DA) and an intraday market cleared by an independent 

third party is presented. Both the DA and intraday markets 

are cleared with the objective of maximising social welfare. 

 

The literature review highlights that many papers focus on 

minimising one of the participant's costs, and all papers 

consider models with a nodal grid resolution. The 

inclination to prioritise the minimisation of one participant's 

costs can be attributed to the geographical extent of the 

named studies. Many of these papers solely concentrate on 

the low-voltage DS, where DSOs and aggregators are the 

primary participants in the FM. Despite some mention of 

the need for coordination between the TSO and DSOs for 

the interaction between the transmission and distribution 

systems, these studies largely overlook the impact of 

flexibility dispatch on the TS. Moreover, only a handful of 

studies analyse FMs wherein both the TSO and DSOs 

function as procurers of flexibility. 

 

While there is an extensive body of literature on zonal 

versus nodal pricing in DA markets, zonal FMs have not 

received much attention in the research. Ramos et al. discuss 

the concept, pointing out that nodal pricing has been 

criticised for its difficulty in explaining certain nodal prices 

[3]. However, there is a research gap on the design and 

modelling of zonal FM. The notion of dynamic zones has 

not yet been applied to FMs. 

 

In this paper we provide an initial investigation into zonal 

FMs by proposing a novel FM design aimed at improving 

CM. A central idea behind the zonal market design is to 

guarantee liquidity and other advantages associated with the 

grouping of nodes into zones, while concurrently conveying 

accurate pricing signals, thus ensuring the optimal 

utilisation of flexibility. The grid congestion is addressed by 

the system operators, which participate in the market as 

flexibility procurers.  

 

Theoretically, zonal markets are less economically efficient 

than nodal markets as they do not account for all system 

information. Furthermore, these markets may experience 

internal congestion after clearing, necessitating a traditional 

re-dispatch at a nodal level by the system operators. The 

implementation of a zonal FM thus incurs an alternative cost 

that this paper aims to assess.  

 

Zonal FMs offer several potential benefits that warrant 

further investigation. Firstly, zonal markets may be more 

accessible to various actors. For example, aggregators that 

represent flexibility across multiple nodes may find it easier 

to participate in a zonal market with zonal-based bidding. 

Additionally, zonal market prices may be politically more 

acceptable to market actors, as price differences can be 

readily attributed to significant grid congestions. 

 

A zonal FM may also differ from a nodal FM in terms of 

liquidity, price signal effects, market power, and gaming 

vulnerability. It is important to note that these benefits are 

uncertain and require further investigation. Advanced 

modelling beyond the scope of this paper is necessary to 

analyse these potential advantages. This paper solely 

focuses on short-term economic efficiency of zonal FMs, 

leaving the investigation of zonal FM benefits for future 

research. 

The posed research questions are:  

• How can zonal FMs contribute to facilitating more 

efficient CM? 

• To what extent can dynamic zones limit the 

efficiency loss associated with zonal pricing in 

FMs? 

To answer these questions, the zonal FM is modelled and 

bench-marked against a nodal FM and a case where 

flexibility is unavailable. 

 

The main contributions are: 

• A basic conceptualisation of zonal FMs. 

• A novel market design for a multi seller, multi 

buyer FM connected to both the TS and the DS, 

designed to improve CM after DA clearing. 

• An analysis of the role of dynamic zones in FMs. 

 

Section 2 describes the applied methodology, while section 

3 presents and discusses the results and several sensitivities. 

Finally, section 4 concludes the key findings. 

 

2 Methodology 

This section elaborates on the proposed market design and 

modelling, the zonal partitioning problem, the 

mathematical formulation of the study cases and data. 

2.1 Flexibility market design and modelling 

The proposed FM aims to enhance the management of intra-

zonal congestion after day-ahead by providing system 

operators (SO) with more flexible resources. The market 

operates through discrete auctions held throughout the day 

with an hourly time resolution for bids, similar to both the 

DA and intraday markets. The FM is administered by an 

independent third party, with SO serving as flexibility 

procurers. 

 

The core concept of the FM is to dynamically divide the grid 

into zones, based on the internal congestion arising from the 

DA clearing. This zoning strategy enables the SO to 

mitigate congestion through inter-zonal trading. It is worth 

noting that the optimal zone sizes may be strongly 

influenced by the degree and location of congestion. The 

proposed FM zones are distinct from the DA zones and are 

hence referred to as local flexibility zones (LFZs). 

 

SO are engaged in the FM as flexibility procurers. Other 

considered participants are consumer aggregators, also 

representing energy communities, energy storage, demand-

side industry, and intermittent power producers. This list 

aims to capture the expected behaviours and characteristics 

of the FM's participants, except for non-intermittent 

generation, which is assumed to provide only re-dispatch 
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options. While CM is the primary focus of this paper, the 

market is also open to BRPs and prosumers seeking to re-

balance their portfolios. 

 

The proposed zonal FM is modelled using a four-step 

approach illustrated in Figure 1. In the first step, a load flow 

analysis based on the disaggregated DA volumes calculates 

the congestion on each line. In the second step, the 

configuration of the LFZs is determined based on the 

congestions. Steps 1 and 2 are performed independently for 

each hour. Section 2.2 presents the heuristic for obtaining 

the optimal zonal configuration. 

 
Fig. 1 Modelling approach for the Zonal FM case. 

 
As step 3, the zonal market clearing problem is solved based 

on the LFZs from step 2. Congestion may still be present 

within the LFZs after the clearing since the zonal FM 

clearing ignores intrazonal constraints and the available 

flexibility may be insufficient to alleviate the interzonal 

congestion entirely. Step 4 addresses this issue by utilising 

conventional re-dispatch. The model in step 4 uses a nodal 

grid, and the starting net positions are equal to the net 

production obtained in step 3. The formulations for the 

models used in step 3 and 4 can be found in Section 2.3 and 

the nomenclature in Appendix B. 

2.2 Zonal partitioning problem 

The zonal partitioning problem has the dual goal of 

maximising the amount of congestion being considered in 

the market clearing while creating zones that are practical 

for the market participants, securing liquid markets. Having 

multiple objectives complicates the problem which is 

addressed by solely considering congestion, converting the 

other objectives to constraints or solution-requirements. As 

a result, the zonal partitioning problem solved for this paper 

concerns maximising the amount of congestion in inter-

zonal lines, with requirements for a maximum number of 

zones and a minimum number of grid nodes per zone. This 

can be defined as a maximum k-cut problem, an NP-

complete problem that involves partitioning a graph into k 

connected components [11]. As our graph- partitioning 

problem is NP-complete, it must be solved using a heuristic.  

 

The zonal partitioning heuristic takes as input a set of nodes, 

lines and associated congestion volumes. The algorithm 

follows an iterative approach where one zone is divided into 

two at each iteration. The selection of the zone to be split is 

based on finding the best cut, which maximises the amount 

of congestion between the two resulting zones. The 

algorithm ends when there is no more internal congestion or 

when the desired number of zones has been reached. A more 

detailed description of the algorithm is presented in 

Appendix A.  

 

An important aspect of the algorithm is the choice to only 

split zones in two. This is an advantage with regards to 

simplicity, but it may come at the cost of losing potential 

optimal solutions. Additionally, the heuristic may not find 

the optimal way of splitting a certain zone in two.  There are 

thus several ways of losing optimal solutions in this 

heuristic, but it has proven to be both fast and easy to 

implement.  

 

It is also important to note that maximising the inter-zonal 

congestion does not necessarily result in the most efficient 

zonal configuration. The performance of a zonal 

configuration is, for example, dependent on how the FM 

clearing will affect internal congestion, which is neither 

considered in the heuristic nor in the zonal model itself. 

Future research should therefore investigate the zonal FM 

performance of more sophisticated partitioning algorithms. 

One example is [12], who present a zone partitioning 

method using power transfer distribution factors (PTDFs) 

and spectral clustering. 

2.3 Mathematical formulation of the study cases 

To assess the efficacy of the zonal FM, two additional 

modelling cases are introduced: nodal FM and business-as-

usual (BAU). The nodal FM case utilises a nodal grid 

approach to clear the flexibility market, providing a 

benchmark for the most efficient use of the flexibility 

resources. The BAU case also uses a nodal grid formulation, 

but it only considers the re-dispatch resources available 

outside the FM. This case corresponds to only running step 

4 in the zonal FM case and represents the threshold beyond 

which a zonal FM will lead to increased costs to society, 

equivalent to a worst-case benchmark.  

 

The nodal FM and the BAU case can each be modelled in a 

single step. The nodal FM model serves as a foundation 

since it shares most of its notation with the other models. 

The formulations for these models are presented 

subsequently. 

2.3.1 Nodal FM model: The objective function of the nodal 

FM model minimises the total cost of flexibility and re-

dispatch over a 24-hour period. 

min ∑(

𝑡∈𝒯

∑ 𝐶𝑡𝑏𝑥𝑡𝑏
+

𝑏∈ℬ+

+ ∑ 𝐶𝑡𝑏𝑥𝑡𝑏
−

𝑏∈ℬ−

) (1) 

where ℬ+ and ℬ− are sets containing the up-regulatory and 

down-regulatory bids, respectively. In the model context, 

bids can either represent available flexibility or available 

redispatch. The power flow in each line is calculated using 

PTDFs. 
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𝑃𝑛𝑡
𝐷𝐴 + ∑ 𝑥𝑡𝑏

+

𝑏∈ℬ𝑛
+

− ∑ 𝑥𝑡𝑏
−

𝑏∈ℬ𝑛
−

= 𝑝𝑛𝑡 

𝑛 ∈ 𝒩, 𝑡 ∈ 𝒯 

(2) 

𝑓𝑙𝑡 = ∑ 𝑃𝑇𝐷𝐹𝑙𝑛 ⋅ 𝑝𝑛𝑡

𝑛∈𝒩

          𝑙 ∈ ℒ, 𝑡 ∈ 𝒯 
(3) 

−𝐶𝐴𝑃𝑙 ≤ 𝑓𝑙𝑡 ≤ 𝐶𝐴𝑃𝑙           𝑙 ∈ ℒ, 𝑡 ∈ 𝒯 (4) 

In Equation 2, net positions are calculated hourly at each 

node by adjusting the DA volumes with the bid volumes 

cleared up and down. The power flow is determined in 

accordance with Equation 3, while complying with the 

capacity constraints specified in Constraint 4. 

The nodal FM model only has one stage, which means it 

considers both flexibility bids and available re-dispatch 

volumes simultaneously. This is a valid simplification when 

assuming that the SO have perfect information about the 

available re-dispatch, but it requires two distinct balancing 

constraints: one to accommodate adjustments made by 

flexible resources (Equation 5), and another to factor in 

conventional re-dispatch (Equation 6). 

∑ 𝑥𝑡𝑏
+

𝑏∈ℬ+∖ℬ𝑅𝐸

− ∑ 𝑥𝑡𝑏
−

𝑏∈ℬ−∖ℬ𝑅𝐸

= 0     𝑡 ∈ 𝒯 
(5) 

∑ 𝑥𝑡𝑏
+

𝑏∈ℬ+∩ℬ𝑅𝐸

− ∑ 𝑥𝑡𝑏
−

𝑏∈ℬ−∩ℬ𝑅𝐸

= 0     𝑡 ∈ 𝒯 
(6) 

We introduce constraints ensuring the authenticity of the 

battery participants’ behaviour. 

𝜎𝑖𝑡 = 𝜎𝑖(𝑡−1) + ∑ 𝑥𝑡𝑏
− ⋅ 𝜂−

𝑏∈ℬ𝑖
−

− ∑ 𝑥𝑡𝑏
+ 𝜂+⁄

𝑏∈ℬ𝑖
+

 

𝑖 ∈ ℐ𝐵𝑎𝑡𝑡 , 𝑡 ∈ 𝒯 ∖ {1} 

(7) 

𝜎𝑖1 = 𝑆𝑖
𝑖𝑛𝑖𝑡        𝑖 ∈ ℐ𝐵𝑎𝑡𝑡 (8) 

𝜎𝑖|𝑇| = 𝑆𝑖
𝑖𝑛𝑖𝑡        𝑖 ∈ ℐ𝐵𝑎𝑡𝑡 (9) 

0 ≤ 𝜎𝑖𝑡 ≤ 𝑆𝑖
𝐶𝑎𝑝

       𝑖 ∈ ℐ𝐵𝑎𝑡𝑡, 𝑡 ∈ 𝒯 (10) 

Constraint 7 calculates the state of charge for battery actors. 

By requiring the state of charge to be greater or equal to zero 

in Constraint 10, Equation 7 ensures that battery actors 

cannot sell more power than they have available. 

Constraints 8 and 9 fix the initial and final state of charge of 

batteries. This results in a more restrictive operation than 

would be the case in a practical setting, especially as each 

day is modelled independently.  

The aggregators’ behaviour is subject to constraints. 

Constraint 11 stipulates that within a six-hour interval, an 

aggregator cannot curtail more than a fraction λ of the 

consumption scheduled in the DA clearing, Ki. Similarly, 

constraint 12 limits the amount of extra power consumption 

during the day. Both constraints are meant to reflect that 

aggregators represent end-users and, despite being 

motivated by price signals, are unlikely to adjust their 

average consumption significantly. 

∑(

𝑡+5

𝜏=𝑡

∑ 𝑥𝜏𝑏
+

𝑏∈ℬ𝑖
+

− ∑ 𝑥𝜏𝑏
−

𝑏∈ℬ𝑖
−

) ≤ 𝒦𝑖 ⋅ 6𝜆 

𝑖 ∈ ℐ𝐴𝑔𝑔, 𝑡 ∈ 𝒯 ∖ {|𝑇| − 5, . . . , |𝑇|} 

(11) 

∑(

𝑡∈𝒯

∑ 𝑥𝑡𝑏
−

𝑏∈ℬ𝑖
−

− ∑ 𝑥𝑡𝑏
+

𝑏∈ℬ𝑖
+

) ≤ 𝒦𝑖 ⋅ 24𝜁   

𝑖 ∈ ℐ𝐴𝑔𝑔 

(12) 

Constraints 13 and 14 ensure that volumes cleared up and 

down are non-negative and are kept below the maximum 

volume of the bid. 

0 ≤ 𝑥𝑡𝑏
+ ≤ 𝑉𝑡𝑏

+         𝑡 ∈ 𝒯, 𝑏 ∈ ℬ+ (13) 

0 ≤ 𝑥𝑡𝑏
− ≤ 𝑉𝑡𝑏

−        𝑡 ∈ 𝒯, 𝑏 ∈ ℬ− (14) 

2.3.2 Zonal FM model: This subsection describes the model 

used in step 3 of the zonal FM case. Constraints 5-14 are 

identical to those in the nodal FM model, with the exception 

that re-dispatch bids are not included. Thus, equation 6 is 

absent and Constraint 13 and 14 only apply to flexibility 

bids, b ∈ B \ BRE. Apart from this, the differences between 

the two case models lie in the objective function and the 

power flow constraints which are expounded upon below. 

Since this case is a zonal market and the zones are dynamic, 

we introduce a set Zt representing the zones in time period 

t. The net positions are calculated in Equation 15 similarly 

to Constraint 2 in the Nodal FM model, but the nodes are 

now aggregated into their respective zones. Hourly line 

flows for critical branches, l ∈ Lt, are calculated using zonal 

PTDFS (ZPTDFs) indexed by time period, line, and zone. 

ZPTDFs are derived from PTDFs, and a detailed description 

of this derivation is presented in Appendix C. 

Unlike the nodal FM model, the zonal FM model does not 

constrain line flows below the line capacity. This is because 

conventional re-dispatch is not available in the model 
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clearing, and inadequate flexibility combined with hard 

flow constraints may lead to an infeasible solution. Hence, 

Constraint 17 introduces a variables ylt which represents 

congestion on a critical branch and is penalised in the 

objective function. These variables are forced to be non-

negative in Constraint 18. 

𝑃𝑧𝑡
𝐷𝐴 + ∑ (

𝑛∈𝒩𝑧𝑡

∑ 𝑥𝑡𝑏
+

𝑏∈ℬ𝑛
+∖ℬ𝑅𝐸

− ∑ 𝑥𝑡𝑏
−

𝑏∈ℬ𝑛
−∖ℬ𝑅𝐸

) 

= 𝑝𝑧𝑡          𝑡 ∈ 𝒯, 𝑧 ∈ 𝒵𝑡  

(15) 

𝑓𝑙𝑡 = ∑ 𝑍𝑃𝑇𝐷𝐹𝑙𝑧𝑡 ⋅ 𝑝𝑧𝑡

𝑧∈𝒵𝑡

          𝑡 ∈ 𝒯, 𝑙 ∈ ℒ𝑡 
(16) 

−𝐶𝐴𝑃𝑙 − 𝑦𝑙𝑡 ≤ 𝑓𝑙𝑡 ≤ 𝐶𝐴𝑃𝑙 + 𝑦𝑙𝑡      

𝑡 ∈ 𝒯, 𝑙 ∈ ℒ 

(17) 

0 ≤ 𝑦𝑙𝑡           𝑡 ∈ 𝒯, 𝑙 ∈ ℒ (18) 

The objective function for the zonal FM case is given by 

Equation 19. The two first terms correspond to the objective 

function of the nodal FM case, while the last term penalises 

congestions in critical branches, where γ represents the unit 

penalty of congestion. 

min    ∑(

𝑡∈𝒯

∑ 𝐶𝑡𝑏𝑥𝑡𝑏
+

𝑏∈ℬ+∖ℬ𝑅𝐸

+ 

∑ 𝐶𝑡𝑏𝑥𝑡𝑏
−

𝑏∈ℬ−∖ℬ𝑅𝐸

) + 𝛾 ∑.

𝑡∈𝒯

∑ 𝑦𝑙𝑡

𝑙∈ℒ𝑡

 

(19) 

2.3.3 Zonal FM model: In the BAU case, where only 

conventional re-dispatch volumes are included, the model 

formulation closely resembles the model for the nodal FM 

case. The objective function remains the same with the 

exception that we sum over B+∩BRE and B− ∩BRe since 

flexible resources are not available. Constraints 2-4, 6 and 

13-14 are also present, while the remaining constraints are 

irrelevant.   

Besides being the focus of the BAU case, a re-dispatch 

model must also be run in the zonal FM case after the FM 

clearing to guarantee alleviation of all congestions. This 

corresponds to step 4 in Figure 2.1. We then run the same 

re-dispatch model described in the previous paragraph, 

except that net positions must account for adjustments 

cleared in the zonal FM. Equation 2 is therefore replaced by 

Equation 20: 

𝑃𝑛𝑡
𝐷𝐴 + ( ∑ 𝑋𝑡𝑏

+

𝑏∈ℬ𝑛
+∖ℬ𝑅𝐸

− ∑ 𝑋𝑡𝑏
−

𝑏∈ℬ𝑛
−∖ℬ𝑅𝐸

) + 

( ∑ 𝑥𝑡𝑏
+

𝑏∈ℬ𝑛
+∩ℬ𝑅𝐸

− ∑ 𝑥𝑡𝑏
−

𝑏∈ℬ𝑛
−∩ℬ𝑅𝐸

) = 𝑝𝑛𝑡 

𝑛 ∈ 𝒩, 𝑡 ∈ 𝒯 

(20) 

where Xtb
+ and Xtb

− are the volumes cleared up and down in 

the zonal FM, respectively. 

2.4 Study data 

The following subsections contain details on data resources 

from the transmission system, the DA market, the 

distribution system, the market participants and bids, the 

available redispatch, and further implementation details. 

2.4.1 Transmission system: The TS used in modelling is 

based on real-life data for the Nordic TS from 2012 (see [13] 

for the full data set). Comprising a total of 446 nodes and 

770 lines, the data set spans across Norway, Sweden, 

Denmark, and Finland, with voltage levels ranging between 

110 kV and 420 kV. Each of these nodes is located within 

one of the 20 areas, displayed as N1-N11, S1-S6, D1-D2 

and FI in Figure 2a. Additionally, the data set includes 

information about generator capacities and load volumes for 

the nodes, as well as capacities and reactances for the lines. 

 

          
a 
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b 

 
Fig. 2 (a) Areas in the TS data set [13], (b) Flexibility area 

with red TS nodes from the reference dataset and 

artificially constructed green DS nodes. 

2.4.2 DA market data: The DA volumes for production and 

load is gathered from historic Nord Pool data, using the 

interval from 17th of November to 30th November 2022 

[14]. The Nord Pool data is aggregated for each DA zone, 

so it needs to be disaggregated onto the nodes in the TS. The 

following principles are used in the disaggregation process: 

• Each of the 20 areas in the TS data set described 

above is assigned to a designated DA zone in 

accordance with their respective geographic 

locations. As a result, each individual node within 

the TS data set is also associated with a specific 

DA zone. 

• Utilising the load volumes and installed capacities 

belonging to the TS data set, nodal weights are 

computed for both production and consumption. 

These weights represent the proportion of the 

aggregate DA zonal volumes that are assigned to a 

particular node. 

• As the load volumes and installed capacities from 

the TS data set are only indicative of a specific 

moment in time, their derived nodal 

disaggregation weights remain constant. To ensure 

more dynamic congestion patterns, stochastic 

perturbations are therefore introduced to the 

disaggregated nodal production and load volumes. 

2.4.3 Distribution system: To investigate the effects of the 

proposed FM, we study a sub-part of the NO1 DA zone, 

encompassing the metropolitan Oslo area (hereafter referred 

to as the flexibility area (FA)). When modelling, this area is 

represented both by a high voltage TS and a medium voltage 

DS (see Figure 2b). Additionally, we include the entire 

Nordic TS in the modelling to ensure realistic system flows, 

and to observe whether the FM has any adverse effects on 

the surrounding TS.  

While information about the TS is often openly available, 

DSOs do not commonly publish detailed information about 

the DS. We therefore design a DS specifically for this paper. 

The following principles were used when designing the DS: 

• Each TS node is assumed to be a net production 

node and each DS node is assumed to be a net 

consumption node.  

• Three example DS radial grids are designed and 

one of these is attached to each TS node. Before 

attaching these radials, they are scaled and rotated 

to fit the terrain.  

• The disaggregated DA load calculated as described 

above is allocated to the DS nodes. 

For a detailed description of the DS design, see Appendix 

D. 

2.4.4 Market participants: The flexibility market 

participants, like the grid system, are assumed to remain 

constant throughout the project. They are thus generated 

and allocated to nodes before running cases and 

sensitivities. Attempting to best represent a real system, we 

only allocate them to DS nodes, with each participant 

limited to one node for simplicity. 

When a participant is created and allocated to a DS node, 

the participant is also defined with a size based on the 

expected node load, and a cost scaling factor that is 

randomly chosen on a uniform distribution between 0.5 and 

1.5. These properties are later used when designing market 

bids of the participant and in model constraints. For a 

detailed description of how market participants are 

allocated to nodes, see Appendix D. 

2.4.5 Market bids: Available flexibility and re-dispatch 

volumes are represented by bids in the models. Each bid is 

characterised by its cost [€/MWh], a maximum volume 

[MWh], a node in the grid, an implementation hour and a 

direction. Flexibility bids are also associated with a market 

participant. The FM bids are important to represent the 

behaviour of the four participant types presented in section 

2.1. We therefore try to adapt the bid frequency, volumes 

and cost based on how the participants are expected to 

behave in practice. 

The direction of a bid says whether the bid will increase or 

decrease the net production in the node. An "UP" bid will in 

this context mean a bid that increases the net production, 
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while a "DOWN" bid is defined as decreasing the net 

production in the node. These definitions are fitting from a 

market clearing perspective but are less intuitive when 

looking at the practical implications for various market 

participants. For example, an UP bid from an aggregator or 

industry actor represents an option to reduce their power 

consumption.  

Bids are first generated deterministically based on a method 

described in Appendix D and cloned for each hour. Then, 

noise is introduced so that bids are differing in volumes and 

cost between hours, as well as removing bids from certain 

hours. This process is based on random variables and will 

give different results for each day and hour. The aim is to 

show how the FM clearing may vary between hours 

depending on available bids, and to show the solution's 

resilience to noise. 

2.4.6 Available redispatch: Bids that represent conventional 

re-dispatch are not co-generated with flexibility bids. These 

participants can be regarded as supply-side actors as they 

are the most common providers of re-dispatch volumes. In 

the Norwegian power system, which is largely dominated 

by hydro power, re-dispatch costs are heavily influenced by 

water values, which are complex to calculate and beyond 

the scope of this work. To approximate these costs, we use 

the average price premium obtained from the balancing 

markets for the same period as we collect DA data [15]. 

Given that balancing operations are closer to real-time and 

offer fewer options for planning than re-dispatch, we argue 

that the balancing market price premium can be considered 

an upper bound for the cost of conventional re-dispatch. 

2.4.7 Implementation details: The models are solved on a 

computer running on Windows 10, with Intel Core i7-10700 

CPU and 16 GB of RAM. They are implemented in Python 

using the Pyomo package [16] and Gurobi solver with 

default settings [17]. Solving all three cases for a period of 

14 days takes 4453 s. 

Please see our repository on GitHub for more insight into 

the code implementation: LocalFlex\_public. 

 

3 Results 

This section presents and discusses the model results 

focusing specifically on system cost and traded volumes. 

3.1 System cost 

The system cost is minimised for all three cases, which 

under the assumptions of rigid demand equals a 

maximisation of social welfare.  

 

Figure 3 represents the daily FA costs for all cases and 

demonstrates that the cost of the zonal FM case closely 

tracks the cost of the nodal FM case throughout most of the 

simulated days. Focusing solely on the costs incurred in the 

FA, the nodal FM approach incurs costs of 5.946 M€, the 

zonal FM approach incurs costs of 6.071 M€, and the BAU 

strategy results in costs of 6.590 M€. This represents a 

relative cost reduction of 9.8% and 7.9% for the nodal FM 

and zonal FM approaches, respectively. 

 

 
Fig. 3 Daily FA costs for all cases which sum up to 5.946 

M€, 6.071 M€, and 6.590 M€ for nodal FM, zonal FM and 

BAU, respectively. 

 

As mentioned in section 2.4, we include a model of TS for 

the whole Nordic region to ensure realistic line flows and 

study the effects of activating flexibility inside the FA. The 

implications are apparent in Figure 3, which reveal that the 

zonal FM may in fact be cheaper than the nodal FM, and 

more expensive than the BAU case for individual days. This 

is because the models may transfer costs into or out of the 

FA depending on the most optimal outcome for the overall 

system. Notably, when flexibility is accessible within the 

FA, the FA ends to bear a higher share of the total costs. 

This is evident when looking at the total system cost, which 

is found to be 124.843 M€, 124.897 M€, and 125.816 M€ 

for the nodal FM, zonal FM, and BAU cases, respectively. 

Relative to the FA BAU cost, the nodal and zonal cases then 

exhibit a performance increase of 14.8% and 13.9%, 

respectively. This result is notably superior to isolating the 

FA area costs. 

 

The findings in Figure 3 align with the expectations outlined 

in Section 2.3. Specifically, the BAU case is identified as 

the costliest option, while the nodal FM approach is 

consistently the most economical alternative. The 

superiority of the nodal FM approach over the BAU case is 

unsurprising from a theoretical perspective. Additionally, it 

is well-established that zonal markets cannot theoretically 

outperform nodal markets in terms of cost efficiency. At 

best, the zonal method can emulate the nodal approach and 

clear the FM efficiently, but this is improbable due to less 

available grid information. Nevertheless, the results indicate 

that the zonal FM performance is significantly closer to the 

nodal than the BAU case across all simulated days.  

https://github.com/andersryss/LocalFlex_public.git
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3.2 Volumes 

In Table 1, the total dispatch of flexibility units and 

redispatch for the whole system is presented for all three 

cases. The same numbers are presented for the FA in Table 

1. 

 

Table 1 Total system volume adjustments in GWh. 

 

Type Nodal FM Zonal FM BAU 

Flexibility 27.312 27.161 0 

Redispatch 2,495.678 2,496.858 2,516.318 

Total 2,522.99 2,524.02 2,516.318 

 

 

Table 2 Total flexibility area volume adjustments in GWh. 

 

Type Nodal FM Zonal FM BAU 

Flexibility 27.312 27.161 0 

Redispatch 117.735 120.354 131.811 

Total 145.047 147.515 131.811 

 

The total volume of flexibility adjustments in the nodal FM 

case amounts to 27,312 MWh, while that of the zonal FM 

case is 27,161 MWh. A slightly larger number of flexible 

resources is therefore utilised in the Nodal FM case. For 

both the total system and the FA, the sum of flexibility and 

conventional re-dispatch is lowest for the BAU case. This 

result is unsurprising, as the uniform cost of conventional 

re-dispatch effectively makes the BAU case minimise 

activation volumes.  

 

For the FA, the volume of conventional re-dispatch is 2,619 

MWh higher in the Zonal FM than in the Nodal FM case, 

which is a major reason for the cost differences presented in 

section 3.1. The larger volume of activated flexibility in the 

nodal FM case is one reason, but even more important is the 

effectiveness of the activated flexibility volumes. The 

ZPTDFs used in the zonal FM case are similar for all nodes 

in a zone, which translates to an absence of nodal 

information. The activated volumes of flexibility in the 

zonal FM case are therefore less effective in alleviating the 

congestion, necessitating a greater conventional re-dispatch 

volume in the next stage. The Zonal FM may also activate 

flexibility resources that must be countered by re-dispatch 

when all grid constraints are revealed.  

 

Lastly, the LFZs fail to capture all congestion within the FA. 

This is demonstrated in Figure 4, which illustrates the total 

FA congestion following the DA clearing and the extent of 

congestion captured by the LFZs. The remaining congestion 

is entirely disregarded in the zonal clearing and must be 

addressed through conventional re-dispatch. 

 

 
Fig. 4 Total FA congestion and congestion on lines 

connecting LFZs. 

 

 
Fig. 5 Volume adjustments by flexibility type for the zonal 

FM case. 

 

 
Fig. 6 Volume adjustments by flexibility type for the 

Nodal FM case. 

 

Figures 5 and 6 provide an overview of the hourly volumes 

of activated flexibility, categorised by flexibility type, for 

both the zonal FM and nodal FM cases. The graphs 

demonstrate significant deviations across individual hours, 

which may be attributed to noise introduced for bid 

availability, cost, and volume. Additionally, certain 

isolated hours show significant surges in volume when 

compared to the average volume. These spikes are caused 

by batteries satisfying their initial and final states of charge 

each day, and thus represent a weakness in the model that 

nevertheless is similar for both cases. Overall, the dispatch 
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of flexibility volumes in the two cases exhibit notable 

similarities in total amount and market participant shares. 

Despite the mentioned similarities, Figure 7 shows that the 

exact bids activated differ between the two cases. More 

precisely, it shows that only about 2/3 of the activated 

flexibility is activated in both cases. In the zonal FM 

model, the zonal PTDFs means that the cheapest bids 

within the zones are accepted first. In contrast, the clearing 

in the nodal FM may prefer more expensive bids in nodes 

where high PTDFs reduces the required volume 

adjustments. Since nodal differences lead to diverging 

clearing preferences between the nodal FM and zonal FM 

cases, it suggests that using ZPTDFs results in an 

efficiency loss. This is also the case when all congestion is 

captured in inter-zonal lines. 

 

 
Fig. 7 Activated flexibility that is shared or unique to 

either the Zonal FM or Nodal FM case, for each day. 

3.3 Discussion and sensitivities 

To account for uncertainties in the input data, this section 

highlights sensitivities on several parameters, and discusses 

weaknesses in the modelling framework.  

 

The determination of the optimal number of LFZs is a 

critical consideration in the implementation of the zonal 

FM. As outlined in section 2.2, the heuristic for identifying 

LFZs relies on a specified number of zones, and thus cannot 

effectively ascertain the optimal number of LFZs. The 

primary rationale for adopting a zonal FM is that 

aggregating nodes into zones may have various benefits. 

Most of these benefits are dependent on the number of 

participants and the amount of flexibility volumes, so less 

aggregation may be needed when these numbers rise. 

However, the optimal LFZ configuration is also heavily 

influenced by congestion levels, congestion distribution and 

distribution of flexibility resources, complicating the 

optimal LFZ size further.  

 

A sensitivity was run to test the impact of LFZ sizes, 

although the results are apparent because the models focus 

on economic efficiency. Specifying three LFZs instead of 

five resulted in a cost increase of 86,421 € over the first five 

days of the time horizon, for instance. This increase was 

primarily due to the zonal FM clearing neglecting a 

considerable amount of congestion, which leads to an 

unfavourable dispatch of flexibility. Similarly, higher 

numbers of smaller zones would mean that the zonal method 

approaches the nodal method, increasing economic 

efficiency. A method to determine the zonal configuration 

should consider the impact on economic efficiency and 

weigh it against the benefits of aggregating to certain zone 

sizes, neither of which are considered by this paper's 

partitioning algorithm. 

 

As FMs are only an emerging concept and yet to be 

implemented in large scale, the volumes that will be 

available in such markets are challenging to estimate. In 

Table 3, the FA cost is presented for all three cases with a 

scaling of available flexibility volume by 0.5, 2, 4, 10, and 

15.  

 

As anticipated, the cost of both the nodal FM and the zonal 

FM cases decrease as more flexibility becomes available. 

The absolute cost difference between the zonal FM and the 

nodal FM cases remains relatively stable up to a ten-fold 

increase in flexibility volume. However, for the scaling of 

15, the absolute cost differences increase significantly due 

to a rise in internal congestion from the zonal FM, which 

has to be addressed through re-dispatch after the zonal FM 

clearing. 

 

Internal congestion initially occurs when flexibility 

volumes are scaled by a factor greater 10. It has already 

been argued that higher volumes allow for smaller zone 

sizes, which would bring more grid information and limit 

the internal congestion problem. Nevertheless, different 

congestion patterns or capacities on internal grid lines could 

arguably make the zonal FM clearing create internal 

congestion with much lower flexibility volumes as well. 

Further assessment is required to determine the prevalence 

of such conditions and to evaluate the effectiveness of 

improved grid partitioning algorithms in mitigating the 

problem. 

 

Table 3 Flexibility area cost in M€ for different scaling of 

available flexibility volume. 

 

Scaling Nodal FM Zonal FM BAU 

0.5 2.444 2.439 2.560 

2 2.195 2.313 2.560 

4 2.083 2.200 2.560 

10 1.683 1.805 2.560 

15 1.426 1.639 2.560 

 

Similar to the previous discussion regarding available 

flexibility volumes, the assignment of costs to both 

flexibility and re-dispatch resources is subject to a high 

degree of uncertainty. Modifying one or both of these costs 

would significantly influence the system costs associated 

with the three cases, presented in section 3.1, but would not 

notably affect the relative performance of the zonal FM 
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when compared to both the nodal FM case and the BAU 

case. Decreasing cost of re-dispatch would narrow the 

differences between the Nodal FM case and the BAU case, 

for instance, but would also bring the zonal FM case closer 

to the nodal FM case in terms of performance. 

 

4 Conclusion 
 

This paper investigates the economic efficiency of 

flexibility markets with dynamic zones. Our findings 

suggest that the presented zonal FM performs close to the 

nodal FM in terms of cost. The cost differences can be 

predominantly attributed to the lack of nodal information in 

the zonal FM case, resulting in less efficient use of 

flexibility and more need for re-dispatch after the market 

clearing. Sensitivity analyses reveal that the performance is 

contingent on the amount of congestion, available 

flexibility, and the zonal configuration. A refined zonal 

partitioning algorithm that accounts for these factors may 

further stabilise and improve performance compared to the 

presented results. This paper highlights that a zonal FM can 

reach an economic efficiency close to the theoretical 

optimum. By decreasing the cost of congestion 

management, the integration of more distributed energy 

resources becomes more viable from a system’s 

perspective. 

 

An improved zonal partitioning method can serve to 

investigate the robustness of zonal FMs and economic 

performance to different system states. Future research 

should therefore focus on developing a more sophisticated 

zonal partitioning algorithm for FMs for determining the 

optimal number of zones. Further investigation should 

examine the comprehensive value of implementing a zonal 

FM design and weigh the trade-offs associated with 

economic efficiency losses.  
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Appendix A: Zonal partitioning heuristic 

 

To make the heuristic easier to understand, we divided it into two parts:  an outer and an inner algorithm, called layers. The 

outer layer is shown in pseudo code below (Algorithm 1) and can be thought of as performing the more high-level loops of the 

heuristic.

 

Algorithm 1 Outer layer: Optimal partitioning of a network 

 
1: repeat 

2: Index of best zone to split, i,:= 0 

3: Value of best split, v,:= 0 

4: The zones created by best split, s,:= {} 

5: for all zones zj in Z do 

6:       if z has congestion and |Nz| ≥ k · 2 then   ▷ k is min. number of nodes per zone 

7:  Split zone zj in two parts, zj1 and zj2, and calculate value of cut vj 

8:  if vj > v then 

9:   i = j 

10:   v = vj 

11:   s = [zj1,zj2] 

12:  end if 

13:        end if 

14: end for 

15: Remove zi from Z 

16: Add s[0] and s[1] to Z 

17: until |Z| = n     ▷ n is number of zones to be partitioned 

 

The outer layer start with a set Z containing one zone, which represents the entire area to be partitioned. As can be seen in 

Algorithm 1, the heuristic tries to split each congested zone with a sufficient number of nodes into two smaller zones. Only 

the split option with the highest cut value is chosen for each iteration, and the heuristic ends when the set of zones contains the 

desired number of partitions. The way of splitting a zone is described by the inner layer shown in Algorithm 2. 

 
Algorithm 2 Inner layer: optimal splitting of a zone 

 
1: Create list L, containing all congested lines in z 

2: 

3: Value of best split, v,= 0 

4: The zones created by best split, s,= {}  

5: for all lines lj in L do 

6:       The cut lines for iteration j, C,:= [] 

7:       Cut iteration, i,:= 1 

8:       loop 

9:  Cut line in the middle of the shortest path between lj[0] and lj[1] 

10:   Add the cut line ci to set C 

11:  if lj[0] and lj[1] are disconnected and zones are feasible then 

12:  Break 

13:   else if lj[0] and lj[1] are disconnected and resulting zones are infeasible then 

14:   loop 

15:   Remove ci from C and reinstate it in graph 

16:   Perform new cut ci on the shortest path, this time on the line furthest from the infeasible zone 

17:   if lj[0] and lj[1] are connected then 
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18:          Break 

19:   else if lj[0] and lj[1] are disconnected and resulting zones are feasible then 

20:          Break x2 

21:  else if lj[0] and lj[1] are disconnected and resulting zones are infeasible then 

22:          Remove ci from C and reinstate it in graph 

23:          i− = 1 

24:  end if 

25:          end loop 

26:   end if 

27:       end loop 

28:       if Value of cuts in C are ≥ v then 

29:        v = value of cuts in C 

30:   The two zones created are put into s 

31:       end if 

32: end for 

 
 

The inner layer contains slightly more complicated logic than the outer layer. The main idea is that the algorithm cuts a line in 

the middle of the shortest path between two nodes, l[0]  and l[1]. This is repeated until the two nodes are split into two 

disconnected areas. The complexity arises from protective measures trying to adapt infeasible solutions without throwing 

away the solution. A zone is infeasible when it has too few nodes. In that case, the algorithm will redo its last cut and instead 

choose a line on the shortest path closer to the feasible zone. If the solution is still infeasible, the algorithm will throw away 

the current cut ci completely and try to redo cut ci-1. If the algorithm returns to step i = 1 and still gets an infeasible solution, 

line j is discarded completely. The inner layer may in theory return no feasible solutions to the outer layer, and if this happens 

for all zones zj, the heuristic will stop with < n zones. 

 

Appendix B: Modelling assumptions and complete model formulations 

 

This appendix includes an overview of the most central assumptions made with regards to the market modelling of the three 

cases, as well as the nomenclature formulations of the models. 

 

Perfect competition: In a market with perfect competition, there is no market power, and the market participants will bid their 

true marginal cost (this assumption is not valid for hydro power owners who will bid their water values, however, in this 

paper, hydro power units are included in the conventional re-dispatch category and not as a part of the flexibility units). This 

assumption simplifies the modelling process and is common for centralised optimisation models. However, it is debatable if 

this assumption is valid for FMs. The geographical scope of FMs could limit the number of potential market participants, 

which may be a problem in terms of market power. For the smaller lines in the DS, some actors may also get pricing power 

because they alone can cause or relieve congestion in the grid. Nevertheless, accounting for market power is not in this paper's 

scope, nor would it bring any valuable insight without significantly better data on the cost of flexibility and the behaviour of 

FM participants.  

 

Completely inelastic demand: Since the system operators are responsible for the grid operation, they must make sure all line 

constraints are satisfied. We therefore assume the total amount of flexibility and conventional re-dispatch demanded by 

system operators is fixed and determined by adjustments needed to satisfy line constraints. Therefore, the problem of 

maximising social welfare reduces to the problem of minimising costs.  

 

No changes to cross-border exchanges: The Nordic power system has interconnectors to other countries, such as Germany 

and the UK. Including the flow on these interconnectors complicates the data pre-processing, and changes to these flows are 

unlikely to alter the results of the FM performance. We therefore assume that the FMs and re-dispatch do not affect the 

transmission across interconnectors. Nevertheless, interconnectors were taken into account when determining the DA 

volumes.  

 



 CIRED 2024 Vienna Workshop 19 – 20 June 2024 

  Paper 71 

 

14 
 

DC power flow: We assume DC power flow. DC flow relies on the assumption that resistance is significantly smaller than 

reactance in the grid. This is a normal and valid assumption for the TS, but it is not always the case for medium voltage DS. 

For our DS specifically, these values are not satisfying the DC power flow assumptions, and AC power flow modelling would 

be needed to accurately model flows in the grid. However, including AC flow on these lines would require an extension to 

non-convex programming. Although there exist convex relaxation techniques to reduce this problem to a convex one [18], the 

extension would likely increase the complexity and run time of the models significantly. Additionally, we will argue that the 

load flow modelling accuracy does not reduce the validity of this paper's results, as we aim to provide an initial investigation 

into zonal FMs and all cases are using the same load flow equations. Therefore, improving load flow by using AC power flow 

is beyond the scope of this project and we assume DC power flow for the whole system.  

 

Each day is independent: The models solve for the 24 hours cleared in the DA market and consider interdependencies in this 

time interval, but do not take into account the state of the system from the previous day. The 24-hour scope corresponds with 

how the FM would be cleared in practice, as its purpose is to adjust volumes after DA. However, the FM participants' 

behaviour would be dependent on their trading in previous days, and in some cases also their expectations for the future. 

These interdependencies are disregarded for the sake of simplicity and computational time.  

 

System operators are not modelled explicitly: System operators are important FM participants in this paper, especially as they 

are responsible for procuring the flexibility that will alleviate congestion. When doing so, they must counter-trade in another 

zone or node to keep the market balance. This step can be skipped when modelling by only describing the volumes adjusted 

up and down. Assuming the system operators do not have any transaction costs connected to participating in the market, the 

models will then account for all the costs to society.  

 

Congestion outside of the FA is also considered: We model the whole TS described in section 2.4.2, including the net 

positions after DA and the resulting congestions. All lines in the system are thus subject to capacity constraints. The reason is 

that the flexibility area is not an isolated system but is interdependent with the surrounding grid. Thus, solving solely for the 

flexibility area will not provide an accurate description of how the FM will affect the grid in practice.

 

Nodal Formulation 

Sets and indices 

N : Set of nodes, n ∈ N 

B+ : Set of UP bids, b ∈ B+ 

B− : Set of DOWN bids, b ∈ B− 

BRE : Set of bids representing redispatch 

L ⊂ N × N : Set of lines, l ∈ L 

IAgg : Set of aggregator market participants, i ∈ IAgg 

IBatt : Set of battery market participants, i ∈ IBatt 

T : Set of time periods, t ∈ T 

Parameters 

 : Net production in node n and period t from DA clearing 

Vtb : Available volume of bid b in period t 

Ctb : Cost of bid b in period t 

PTDFln : PTDF for line l, node n 

CAPl : Capacity of line l 

Si
init : Initial battery storage for participant i, i ∈ IB Si

Cap : Battery storage capacity for participant i, i ∈ IB η+: Efficiency of 

battery discharging η−: Efficiency of battery charging 

Variables x+
tb : Volume cleared up of bid b in period t x−

tb : Volume cleared down of bid b in period t flt : Flow on line l in time 

period t pnt : Net production in node n in period t σit : State of charge of participant i’s battery in period t, i ∈ IB 

 

Zonal Formulation 

The notation that differs or is added after the nodal model is presented below, while the zonal model is formulated in its 

entirety.  
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Sets and indices 

Zt : Set of zones in period t, z ∈ Zt 

Lt : Set of lines between zones in time period t, l ∈ Lt 

Parameters 

Pzt
DA : Net production in zone z, period t from DA clearing ZPTDFlzt : ZPTDF for line l and zone z in time period t γ: Unit 

penalty of congestion 

Variables pzt : Net production in zone z in period t ylt : Congestion on line l ∈ Lt in time period t. 

 

BAU 

The BAU model can be seen as the nodal model without FM-specific constraints, as it only includes redispatch bids and does 

not take into account any constraints related to FM participants. 

 

Appendix C: Zonal Power Transfer Distribution Factor 

 

This appendix describes how PTDFs are transformed into ZPTDFs. The transformation requires generation shift keys (GSKs), 

which describe how a change in net position in a zone is distributed among the generating units in the zone [19]. As 

determining the GSKs exactly requires information about production and load, which is unavailable prior to the market 

clearing, several approaches to estimate GSKs exist. The choice of which generating units to include and how to assign the 

weight with which each unit contributes to the change in net position is called a GSKs strategy. [19] lists four GSKs 

strategies, where one of them uses the scheduled power output to determine the GSKs. Since the adjustments in the FM are 

made relative to DA volumes, we use the DA volumes to approximate the market output from the FM clearing and construct 

GSKs based on them. 

 

Let Pnt
DA be the net DA position at node n in time period t, N the set of nodes, Nz the set of nodes in zone z, T the set of time 

periods and Zt the set of zones in time period t. The GSK for node n, zone z in time period t is then given by equation C1. 

 

𝐺𝑆𝐾𝑛𝑧𝑡 =
𝑃𝑛𝑡

𝐷𝐴

∑ 𝑃𝑛𝑡
𝐷𝐴

𝑛∈𝒩𝑧

𝑛 ∈ 𝒩, 𝑡 ∈ 𝒯, 𝑧 ∈ 𝒵𝑡  
C1 

 

Furthermore, let PTDFln be the PTDF for line l and node n and L be the set of lines. The ZPTDF for line l, zone z in time 

period t is then given by: 

𝑍𝑃𝑇𝐷𝐹𝑙𝑧𝑡 = ∑ 𝐺𝑆𝐾𝑛𝑧𝑡 ⋅ 𝑃𝑇𝐷𝐹𝑙𝑛

𝑛∈𝒩𝑧

𝑙 ∈ ℒ, 𝑡 ∈ 𝒯, 𝑧 ∈ 𝒵𝑡 
C2 

 

Appendix D: Data 

 

DS design: The FA is a subpart of the NO1 ELSPOT zone and it is the only part of the grid where a DS needs to be 

constructed. Since the Norwegian DS has a radial structure, we base this construction on three example radials designed after 

NVE Atlas data [20], seen in figure D1. 

 
Figure D1: Example radials used to construct the DS grid. 

 

For each TS node with a load, one of these radials are attached, scaled, and rotated, and the resulting grid can be seen in 

Figure D2. In the figure, red nodes represent TS nodes and green nodes represent DS nodes. Each radial grid is assigned a 
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voltage, either 50 kV or 132 kV, based on the load in their respective TS node. Additionally, the example radials all have load 

distribution factors for their nodes, which are used to redistribute the load previously being allocated to the TS node. 

 

 

Figure D2: Flexibility area with red TS nodes from the reference dataset and artificially constructed green DS nodes. 

 

The line properties are determined next. Based on data for a 72.5 kV overhead line from [21], the resistance and reactance 

values are set to 0.122 and 0.379 Ohm/km respectively. The line capacities are based on [22], who state that distribution lines 

in Norway with a voltage level of 66 kV typically have capacities between 50 MW and 125 MW, while lines with a voltage 

level of 132 kV typically have capacities in the range of 100 MW to 250 MW. To distribute capacities in the DS, we perform 

a load flow analysis on the DA volumes from 12.00-13.00 on 17th of November. We divide the set of DS lines into two sets: 

one with a voltage level of 50 kV and one with a voltage level of 132 kV. For each set of lines, we then partition the lines into 

ten quantiles based on their load flow. Additionally, the two capacity ranges are divided into 10 intervals each. The quantile to 

which a line belongs determines its capacity, where each line in a quantile is assigned the upper limit of the corresponding 

capacity interval. For instance, a 132 kV line that falls in the quantile with the highest flow will have a capacity of 250 MW, 

while a 50 kV line in the same quantile will have a capacity of 125 MW. This approach aims to evenly distribute the possible 

capacities while considering that some lines in the radial network may consistently experience higher load flows. 

 

Market participants: The participants were allocated to nodes randomly based on the following probability: 

 

𝑝𝑛𝑡 = {

0 𝐿𝑛 < 𝑑𝑡

𝑏𝑡 + 𝑎𝑡 ⋅ 𝐿𝑛 𝐿𝑛 ≤ 𝑐𝑡

𝑏𝑡 + 𝑎𝑡 ⋅ 𝑐𝑡 𝐿𝑛 > 𝑐𝑡

 

D1 

 

Where pnt is the probability of adding a participant of type t to node n, and Ln is the expected load [MW] in the node, using the 

reference dataset. at, bt, ct and dt are parameters assigned to the various participant types to create an appropriate relationship 

between the probability and the expected load. Their values are found in Table D1 below along with the resulting number of 

participants. 

 

Our use of Equation D1 and the weights in Table D1 to allocate participants is intended to increase the transparency of our 

assumptions and approach. The dt values show that aggregators and industry are assumed to be present only in nodes with a 

certain amount of load. Similarly, ct is used to define a threshold beyond which an increase in expected node load does not 

increase the probability of allocating a participant of type t. Lastly, at and bt define the slope and intercept of the probability 

function, respectively. 
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Table D1 Participant types, their stochastic parameters and total number of market participants. 

 

Participant type a b c d Max probability Count total 

Aggregator 2.5 % 5 % 30 MW 1 MW 80 % 41 

Battery 0.3 % 5 % 50 MW 0 MW 20 % 19 

Industry 2 % 0 % 40 MW 3 MW 80 % 34 

Intermittent 2.5 % 5 % 10 MW 0 MW 30 % 41 

 

Market bids: There is a lack of reliable data on flexibility market participants, especially the costs of providing flexibility, and 

the existing sources have inconsistent assumptions compared to this project. The bid costs are therefore determined based on 

assumptions made specifically for this project. Similar to the generation of participants, the method used for generating bids is 

intended to be transparent. Instead of probabilities, however, it uses the participant type, size, and cost scaling to construct 

bids for each participant. Given a set of participants, we deterministically construct a set with bids assigned to the respective 

participant including a cost, volume, direction, and hour. Table D2 below presents the input used for this method, where the 

cost is scaled with the "cost scaling" attribute for each participant, and the bid size is given as a percentage of the participant's 

size. 

 

Table D2 Rules to determine the bids of a FM participant. 

 

Participant type Number of bids Bid cost [€/MWh] Bid size [MWh] 

 UP DOWN UP DOWN UP DOWN 

Aggregator 3 2 2,8,15 5,15 5%,10%,25% 10%,25% 

Battery 2 2 2,5 2,5 20%,80% 20%,80% 

Industry 1 1 10 10 30% 10% 

Intermittent 1 1 -10 -10 15% 15% 

 

The Table D2 columns with the number of bids, indicate that aggregators and battery actors can place multiple UP or DOWN 

bids in a specific hour. This is reflected in the corresponding columns for bid cost and bid size, where each entry refers to a 

separate bid. Multiple bids are used to show the actors' increasing cost of providing flexibility when the volumes increase. For 

example, the aggregators will demand more money when cutting load beyond 5% of their size, as the cost then jumps from 2 

€/MWh to 8 €/MWh, and batteries will offer a smaller percentage of their capacity at a lower price. The table reveals several 

other assumptions; for example, how it is easier for industry to decrease the power consumption than to increase it. Finally, 

the table indicate that intermittent power producers are not regarded as providers of flexibility, but rather as BRPs that need to 

procure flexibility due to incorrect forecasting in the DA market.  

 

Further elaboration is needed regarding the costs presented in Table D2. It is first important to reiterate that the costs are not 

based on any external sources, as they were judged to be too uncertain to bring any value. However, there are also some 

assumptions behind these numbers that are more fitting to present here, and that relate to how costs are used in the FM 

models. When determining what an actor will charge for flexibility, we assume that the cost is closely related to the DA 

market. If an aggregator has expenses of 2 €/MWh power provided to the grid, we assume that it charges a DA price premium 

of 2 €, as we have perfect competition. Thus, the cost and the price charged in the FM are not the same, but are linked by the 

DA price, and it is the cost that is used when determining the bids. For modelling purposes, it is sufficient to only consider the 

costs as they appear to the participant and disregard the actual market price. 


